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Abstract 
Software security breaches are now very extremely common and a larger percentage is caused by 
software design defects. Since individuals and organizations now completely depend on software 
systems for their day-to-day operations, it is then important to produce secure software products. 
This paper discusses the problems of producing secure software products and provides a model 
for improving software security. The model – Secure Software Development Model (SSDM), is 
unified model that integrates security engineering with software engineering so as to ensure effec-
tive production of secure software products. Supporting structure in form of laws is also pre-
sented to guide developers throughout the development process. We then present our experience 
that validates the model. 

Keywords: Security breaches, Software system, Software security, Software design, Design de-
fects  

Introduction 
Computer software systems are increasingly faced with both internal and external penetrations. 
One major reason for this is the fact that software systems are still with development defects 
which still make them to be vulnerable. This has brought issue of security into sharp focus be-
cause organisations, including governments, depend largely on software systems for their day-to-
day operations. The case is even more sensitive in environments where software systems are used 
for critical missions. This is why building secure software is gaining attention of today’s business 
world and researchers in field of security. In addition, because customers (organizations) have 
experienced unfortunate security incidence, there is increase awareness and agitation for secure 
software products.    

However, in building secure software systems, a lot has to be done. Security techniques have to 
be implemented in all the stages of the software engineering.  Devanbu and Stubblebine (2000) 
stated that security concerns must inform every phase of software development, from require-
ments to design, implementation, testing and deployment. This is necessary because software de-

veloper might unknowingly inject de-
fects in all stages of the development 
process. Microsoft found out that 50% 
of software security problems were 
caused by design flaws (McGraw, 
2003). Wilander and Gustavsson (2005) 
reported that, in 2004, more than new 
security vulnerabilities were found in 
commercial and open source software 
everyday. Jones (2000) reported the 
software benchmark studies conducted 
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on hundreds of software projects and stated that the average specification, design, and implemen-
tation defects content of released software varies from 1 to 7 defects per thousand lines of new 
and changed code produced. Commonly computer systems are hacked by exploiting software 
bugs. Redwine and Davis, (2004) stated that no existing processes or practices have currently 
shown to consistently produce secure software.   If there is no adequate security, the availability, 
reliability and safety of the software are not guaranteed.   

Consequently, software development process must be carefully engineered and integrated with 
security requirements. Common development practices must change so as to produce software 
with few or no security weaknesses. The ultimate challenge for software engineers is then to de-
velop software systems with desired quality, within the reasonable time and budget, and the soft-
ware must be secure. Wilander and Gustavsson (2005) stated that to build more secure software, 
accurate and consistent security requirements must be specified. It is therefore important to con-
tinue to seek for ways of improving security of software systems. In this paper, we discuss the 
technical issues of software security and provided the model and support for improving software 
security. 

The rest of this paper is organized as follows. The next section presents review of existing litera-
ture in software security. Software security issues are presented after that, followed by a discus-
sion of the architecture for improving security of software systems. Supporting structures for se-
cure software systems are discussed in the fifth section. A case study follows, and future work 
and conclusions are presented in the last section. 

Overview of Existing Literature 
Recently, there has been a lot of interest in building software securely. Pauli and Xu (2005) pro-
vided a threat-driven architectural design of secure information systems. The work presented 
threat modeling using misuse cases and stated that the findings can be used in detailed design and 
validation of implementation of software system. Wilander and Gustavsson (2005) mentioned in 
their own work that security requirements are normally poorly specified due to these three things: 
inconsistency in the selection of requirements, inconsistency in the level of detail and almost no 
standard requirements on some security solutions. The result of the study shows that security 
mainly treated as a functional aspect composed of security features such as login, backup, and 
access control. They stated that requirement on systems through assurance measures are left out. 
Devanbu and Stubblebine (2000) in their work emphasized that software engineering and security 
engineering must be integrated in order to have secure software systems. The two software arti-
cles of Ghosh, Howell, and Whittacker (2002) and Mead and McGraw (2003) also emphasized 
the need to build software securely from the ground. 

Apart from stating and emphasizing the security needs of software system, many researchers have 
actually proposed methods for improving software security. One method is the correctness-by-
construction proposed by Praxis Critical Systems Limited (Hall & Rod, 2004). The method oper-
ates on the principles that errors should not be introduced in first place and that errors should be 
removed as close as possible to the point they are introduced. The method also incorporates for-
mal notations to specify system and design components with review and analyses for consistency 
and correctness. Hall and Rod (2004) reported that correctness-by-correction method produced 
defect densities ranging from 0.04 to 0.75 defects per thousand lines of code. Another method for 
achieving secure software system is the Cleanroom (Linger & Stacy, 2004). Cleanroom incorpo-
rates incremental development, functional-based specification and design, correctness verifica-
tion, and statistical testing. Redwine and Davis (2004) reported the overall performance of appli-
cation of cleanroom as ranging from 0.1 errors/KLOC (KLOC means Kilos of Lines of Codes) 
with full application to 0.4 defects/KLOC with partial application. Capability Maturity Models 
(CMMs) have also been used as process models to guide organizations in improving the capabil-
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ity to perform a particular process. An example of security related CMM is Systems Security Ca-
pability Maturity Model (SSE-CMM), which was presented in Hefner (1997). Golderson and 
Gibson (2003) reported that CMMs have also helped in the overall reduction in design and im-
plementation defects of software products. 

Similar to CMM is threat modeling. Threat modeling is used to analyse potential threat to com-
puter systems in order to guide against attacks or penetrations.  The usefulness of threat modeling 
has demonstrated in some previous works (Mogilevsky, Lee, & Yurcik, 2005; Myagmar, Lee, & 
Yurcik 2005). Attack trees or graphs have also been used in determining what security measures 
to deploy in a system (Schneir, Lippman, & Wing, 2002; Sheyner & Wing, 2004). However, at-
tack trees model a selected set of attacks via a finite state machine and feasible only in small sce-
narios. They also require compiling a list of potential threats before generating attack trees. The 
empirical performance of both threat modeling and attack trees are not readily available. 

Another method for improving security of software is the Software Engineering Institute’s Team 
Software Process (TSP) (Davis & Mullaney, 2003). The process incorporates the idea of manag-
ing and removing specification, design and implementation defects throughout development life-
cycle, controlling and monitoring of process, and using predictive measures of removing defects. 
Davis and Mullaney (2003) reported an average of 0.06 delivered design and implementation de-
fects per thousand lines of codes produced. 

It has shown from the literature that software systems are still with defects (though minimal in 
some situations). The fact is that an attacker only needs to find one security flaw to compromise 
the whole system. It is therefore important to design a bug-free software because the implication 
of a bug might be catastrophic and results in loss of large amounts of money. 

Software Security Issues 
Software security is concerned with protection of software and its resources. A security risk is the 
probability of sustaining a loss of a specific magnitude during a specific time period due to a fail-
ure of security system (Rodgers, 2002). 

Software Security Goals 
The three security goals of computer system are Confidentiality, Integrity and Availability. These 
goals are commonly referred as the CIA of computer security (Sodiya, Longe, & Akinwale, 2004) 
and these goals also apply to computer systems. 

a. Confidentiality:- This has to do with the prevention of unauthorized disclosure of 
software resources such as codes, data, documents, files, GUI, and so on. 

b. Integrity:- This is prevention of unauthorized modification of software resources. 

c. Availability:- This is concerned with the unauthorized denial of the services of 
software resources. 

Over the years, there have been several security mechanisms to achieve these goals. Some of 
these mechanisms are authentication and authorization, access control, encryption, and so on, but 
the rate and magnitude of attacks on computer system is increasingly alarming. Some of the inter-
ests of attacker are financial and knowledge gains, malicious intention, competitive edge and so 
on. The situation is even worse now that we have mobile codes in distributed network and expo-
sure to Internet. 
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Problems of Producing Secure Software 
Producing secure software is complex and requires high integration of security and software en-
gineering. Based on our experience, we present the problems of producing secure software as fol-
lows:- 

a. Attackers’ Knowledge:- As software security continue to gain the attention of security 
experts and organizations, the tools and techniques used by attackers are becoming in-
creasingly sophisticated and invasive. 

b. Complexity of software:- Software development is a complex process because it involves 
many activities and specialties. It involves different units, stages and personalities, and all 
these have to be integrated to achieve successful software production. The situation is 
even worse with the connection to Internet and the use of mobile codes. 

c. Security Education:-  Producing secure software requires a lot of security training, edu-
cation and experience. Many software developers are not well grounded in computer se-
curity. To what extent of the techniques and tools of attackers do they understand? Also, 
many programming books do not teach how to write secure programs. Many curricular of 
schools offering computer science do not properly address computer security. 

d. Attitude of Software Engineers:- In the past, software developers were only interested in 
producing software product with the desired quality. Little attention was paid on making 
secure products. But, the situation is changing now that everybody is aware of the impli-
cations of vulnerabilities in software. 

e. Inadequacy of Computer Security Models:- Many security models are still not adequate 
for producing secure software products. Implementing some of them is complex and dif-
ficult to realize.   

Secure Software Development  
It has been said that producing software requires integrating Software Engineering (SE) process 
with Security Engineering. In doing this, a careful understanding of software development proc-
ess is important. We now present an overview of software development process. 

Overview of Software Development Stages 
The summary of stages of software development is: 

a. Requirement definition 

 Fact findings 

 Investigating the current system 

 Modeling the current system 

 Logical models of the required system 

Result: Requirement specification 

b. Design 

 Structuring and partitioning of the design into software sub-components 

 Detailed design of the components 

 Formation of the system structure and relationships 

Result: Design document containing system abstraction and their relationships 
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c. Coding 

 Programming components of the system 

 Unit testing 

Result: Tested software subcomponents 

d. System testing 

 Integrating subcomponents together 

 Integration testing 

 System testing to ensure that the system meets its requirements 

Result: Software product 

e. Implementation and Maintenance 

 Installing the system in `live` environment 

 Training the users 

 Maintenance 

 Implementing enhancements as demanded by changes in the environment and 
users 

Result: Working software product 

Secure Software Development Model (SSDM) 
SSDM is a model that integrates security engineering with software development process. As 
shown in Figure 1, it is a unified model that combines some existing software security techniques. 
It is structured towards creating secure software products. The dotted lines in Figure 1, shows 
continuous links along an engineering path. The model shows clearly how software development 
should be linked to security engineering in order to produce secure software products.  



Towards Building Secure Software Systems 

640 

 
 

Figure 1: Secure Software Development Model (SSDM) 
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SSDM security engineering process 
As shown in Figure 1, the security engineering path is divided into five stages. 

a. Security Training 

Not all software engineers have adequate knowledge of computer security. The essence of secu-
rity training is to provide adequate security education to stakeholders in software development. 
The key training requirements are: 

 Security awareness:- This involves educating software engineers on general security con-
cepts. Cases on previous security breaches and their consequences should be presented to 
them in order to appreciate the need for adequate protection of software products.  

 Knowledge of attackers on previous related applications:- Software engineers should be 
educated on nature of previous attacks. There is need to understand attackers’ techniques 
and tools and implications so as to properly understand attackers’ behaviours.  There is 
also need to understand penetration techniques of actions like logic bombs, trojans, virus, 
worms, and so on. 

 Understanding attackers’ interests on software being developed:-  Software developers 
must be able to study a software system and identify software resources that might be of 
interest to potential attackers. This is important so as to develop techniques for protecting 
these resources. 

 Knowledge about secure development practices:- Software developers should also be 
educated on previous practices on secure software development and their strengths and 
weaknesses so as to move  secure software development forward. 

b. Threat Modeling 

A threat model is used to effectively and comprehensively identify attackers and their capabili-
ties. Every software development that must be secure must have it own threat model because the 
common security criteria might not be suitable for all software products. 

SSDM threat model is divided into three parts. The classification is similar to what is presented in 
Myagmar et al., 2005, but our own seems to be more detailed. 

i. Understand the nature of the software 

This requires understanding: 

 The type of the software:- The type of a software system determines the magnitude 
and nature of resources on the software system. 

 Complexity of the software:- Provision of adequate security to big and complex sys-
tem is a huge challenge. Complex software systems need more comprehensive threat 
analysis and modeling in order to capture potential attacks effectively. 

 Other associating software:- The type and complexity of other software systems that 
are handshaking with the software under consideration must be investigated. The 
level of security of the associating software must be ascertained.  

ii. Identify attackers/threats 

The major issues here are: 

 Assessing the operating environment:-  There is need to study the environment in 
which the software must operate  in order to identify the possible potential attackers 
and their categories. 
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 Identifying the goals/targets of different category:- Based on previous experience, we 
must be able to identify the possible interests and goals of attackers in the software. 

 Identifying techniques and tools used by attackers:- It is also important to know the 
possible techniques and tools to be used by these attackers in order to develop tech-
niques to block them. 

 Identifying possible future patterns/behaviours of attackers:- Ensuring that software 
product are secured is not to think about the present situation alone,  but to continue 
to plan ahead because of the changing nature of attackers’ techniques and tools. 
There is need to identify future behaviours of attackers and undertake some measures 
to prevent them. 

 Constructing attack profile:-  An attack profile consisting of potential attacks, goals 
or target of attackers, techniques and tools of attackers and future behaviours of at-
tackers, should be constructed.   

iii. Identify possible vulnerabilities 

Based on the information on the previous attacks, all likely vulnerabilities that may be introduced 
into the system must be identified. This will enable the software engineers not to carryout the de-
sign in a way that the vulnerabilities would be avoided. 

c. Security Specification (SS) 

This entails stating the guidelines and procedures that guarantee security of the system The SS 
should contain the following:- 

i. Security needs:- This involves stating list of attacks to guide against and construction 
of vulnerability profile 

ii. State security policies:- This involves a clear definition of how to guide against at-
tacks. Some specific issues to be included are: 

 Avoiding errors through out the development 

 Correct all errors at the time of first notice 

 Employing programming tactics that prevent vulnerabilities 

 Employing module integration method that guarantee security 

iii. How to coordinate security implementation 

iv. How to make the system to adapt to the changing landscape of security 

v. How to monitor security postures of the software system 

d. Review SS 

This is to check whether the design content of the software is in accordance with the SS. This is 
important because if the design is defective, then the software design must incorporate the secu-
rity specifications. If the design has not guaranteed the items in the SS, then the design will be 
reviewed. 

e. Penetration Testing 

Capabilities of the software in preventing attacks are tested here. It is important so as to: 

 Test the security of the software and its resources 
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 Determine if the current security posture of the software is actually detecting and pre-
venting attacks. 

Penetration testing is carried out in a way that all identified attacks and future attack patterns are 
initiated on-line into the software, and the capability of the software in preventing these attacks is 
monitored. 

Laws of Software Security 
Based on our experience from the literature, and as security researchers and consultants, we pre-
sent some basic laws as supporting structure towards producing secure software products. All 
stakeholders in software development must obey these laws in order not to introduce vulnerabili-
ties into the system and ensure the production of secured software system. It is believed that if the 
software engineers have these laws at the back of their minds throughout the stages of the soft-
ware production, it will ensure efficient production of secure software product. These 10 pro-
posed laws are:- 

a. Awareness law:- It states that software developers must constantly update their secu-
rity knowledge with new information about security. 

b. Do- it- correct law:- It states that any activity or process or task to be carried out by 
any developer should be done correctly first time and every time. 

c. Patching law:- It states that no error must be patched.  Any error must be removed 
immediately it is recognized and it must be ascertained that the error will not resur-
face again. 

d. Self Evaluation law:- It states that every software developer should evaluate his/her 
work at the end of each process or task. 

e. Security Inclusion law:- It states that software engineers should bear in mind that se-
curity is a subset of quality. 

f. None Rigidity law:- It states that security requirements must not be rigid but must be 
realized. It must be rigid in the sense that suggestions about security issues should be 
welcomed. The details of the security specifications must be realized. 

g. Protection law:- It states that security engineering process itself must be secured. SS 
must be secret and known only to concerned individuals alone. SS must be guarded 
with integrity throughout the software engineering process. 

h. Explicit law:- It states that the details of SS must be clear and concise for easy im-
plementation. Software developers must be able to understand clearly all issues in the 
SS. 

i. Total Security law:- It states that if software product P is secure, then all other soft-
ware that must interact with P must also be secure. 

Case Study 
An accounting system called “Standard Accounting” or “SA” implements SSDM security engi-
neering principles. Standard Accounting was an in-house design, which was implemented on 
intranet of an organization in Nigeria. The components of Standard are general ledger, sales and 
purchase ledger, and payroll. The development of Standard was conceived and started when the 
organization realized there were frequent security breaches on the old accounting package. The 
Accounting system of the organization operates in a way that different personnel from different 
units of the organization have access to it. The users of SA have privileges to use some resources 
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of the package and some of them misuse their privileges. Consequently, there were several secu-
rity breaches reported with the old accounting package. Some of these security breaches are: 

 Change of information in the salary table 

 Stoppage of loans 

 Cancellation of purchase records 

 Total collapse of the system (Denial-of-service) 

A nine-member team developed and implemented SA. This comprises of 6 internal staff of the 
organization and 3 external consultants for supervision of the project and as security experts. The 
software was designed using Oracle. 

During the use of the old package, the security breaches recorded were collected and categorized 
according to computer security goals - CIA. There were total of 129 security breaches recorded at 
this time. The design of SA was completed about a year ago and was implemented at the same 
time. We have been monitoring the implementation of SA and have not recorded any security 
breaches since that time. Table 1 shows the summary of the security improvement by the imple-
mentation of SSDM. 

 Table 1: Performance validation of SSDM 

S/No Security threats classification  Old package New (Standard) 

1 Confidentiality 69 - 

2 Integrity 42 - 

3 Availability 18 - 

 Total 129  

 

It can be seen that there were 129 records of security breaches for almost three years of usage. 
With the new accounting system that implemented SSDM principles, no incidence of security 
breach has been recorded in about one years9 of usage. 

Future Work and Conclusions 
In this paper, we examined the problem of producing secure software. The research in software 
security is gaining much attention because of the implication of security breaches. Problems to-
wards producing secure software products were identified and stated in this work. This is impor-
tant for researchers so as to know the real problems and the direction to follow in providing the 
methodologies for providing secure software product. We also proposed an integrated model for 
providing secure software products and presented a case study to ascertain that the model works. 
The model has some interesting features that guarantee the successful production of secure soft-
ware products. SSDM has shown a way of separating security specification from functional speci-
fication. It is believed that if this model is carefully implemented; it will result in the production 
of secure software products.  It was shown in this work that implementing SSDM improves the 
security of software systems. 

The model presented in this work still needs to be more tested so as to really ascertain its per-
formance. Some of the components of SSDM are still major areas of research that should be stud-
ied.  
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