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Abstract

In this paper a type of text coding is presented. The essence of alpha-beta coding is that letters of every word-token of a given text are sorted in a specific way to create a code of that word. List of codes obtained by scanning text corpora is stored in a database together with words that could be transformed into each code and word frequencies. Decoding is performed by transforming scrambled words according to the algorithm of the coding and finding the most frequent word corresponding to the resulting code. As more than one word may result in the same code, decoding is inherently ambiguous. Three different types of alpha-beta coding have been studied: A - all letters are being sorted; A1 - all letters, except the first; A1N - all letters, except the first and the last. I used percentage of successfully decoded word-tokens for the given corpus as a measure of quality of decoded text. According to this measure coding A1N performed best (99.8%), followed by A1 (99.4%) and A (97.4%). This type of coding could be used to introduce resilience against certain distortions of text, for example typing errors, in applications where indexing of textual data is needed.
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