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Abstract

In this paper we show that interviews between Iiistitants and clients are considered best prac-
tice in terms of methods for eliciting IS requirarteas part of IS development projects. The
process of conducting successful conversationsalights as part of requirements elicitation
interviews is not well understood. The paper repartiterature survey which established current
understanding. To date this understanding has &el®rved through research which: considered
conversations as black boxes; proposed and impkechéreatments to be applied by consultants;
and then measured the quality and quantity ofelqeirements elicited. The treatments have not
been successful as poor requirements elicitatiotirages to be a major problem in IS develop-
ment. Our analysis of current understanding ineédahat consultants’ experiences of the nature
of conversations with clients and approach to cotidg conversations have not been studied. It
would seem imperative to look inside the black bbgonsultants’ experiences of conducting
conversations with clients if improvements to tliecomes of requirements elicitation are to be
made. A study is proposed which aims to examingtian in how consultants experience re-
guirements elicitation conversations. Through aziaty the variation in the light of current best
practice it is aimed to identify the critical astseof successfully conceived and conducted con-
versations. These critical aspects can then beind&€deducation and practitioner training pro-
grams.
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Introduction

Requirements engineering starts with requiremditisagion. This paper initially looks at what
research has told us about requirements elicitaimhwhat we still need to know. A study is
proposed to further our understanding. Firstlg itlear that requirements elicitation has not been
done well and that failure causes considerablelgnah In 2006 C. J. Davis, Fuller, Tremblay, &
Berndt found “accurately capturing system requinetsiés the major factor in the failure of 90%
of large software projects,” echoing earlier woykliindquist (2005) who concluded "poor re-
guirements management can be attrib-
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Requirements Elicitation

elicitation stage accounts for 75 percent of atheremoval costs (Urquhart, 1999). What's hard
about requirements elicitation? In comparing teghes for requirements elicitation a 2006 study
suggested 22 different sources of difficulties welquirements (Table 1).

Table 1 — Problems with Requirements
(adapted from (Tsumaki & Tamai, 2006)

Incomplete requirements

Incomplete understanding of needs

Incomplete domain knowledgePoor users’ collaboration

Overlooking tacit assumptions|

Incorrect requirements

lll-defined system boundaries

Misunderstanding of system purpose

Ambiguous requirements

Synonymous and homonymous terms

Un-testable terms

Unnecessary design considerations

Inconsistent requirements

Non-solid intentions of requesters

Different views of different usgUnfixed requirements

Fluctuating requirements

Continuous acceptance of additional requirements

Excessive requirements

Unorganized bulky information sources

Too many requesters Over-commitment by sales staff

This list covers problems that occur because congation between humans is fraught with dif-
ficulty, but also problems that arise because tea of an organization change with time and
with possibilities that people only notice afteeyrstart thinking about the project. Many of our
information systems theories make the assumpt@nréguirements are a stable set and we only
have to be smart enough to find them. This igntitegeality that organizations are dynamic and
needs can be created as opportunities arise. &pir goncentrates on the difficulties associated
with the communication between humans which isesgary part of requirements elicitation.

How can We Find Requirements?

There are so many methods suggested for requireraticitation and analysis that it is not in-
structive to list them all. Two authors make a gg#asttempt at classifying the various tech-
niques. Maiden and Rugg (1996) present the aciuigif requirements (ACRE) framework of
12 elicitation techniques (Table 2).

The 12 Acquisition of Requirements Techniques
Table 2. ACRE techniquegqfrom (Maiden and Rugg 1996)

Unstructured interviews

Observation

Structured interviews Protocol analysis

Card Sorting Laddering

Brainstorming Rapid prototyping
RAD workshops

Repertory grids

Scenario analysis

Ethnographic methods
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Which Requirements Elicitation Method is Best?

We are indebted to A. Davis, Dieste, Hickey, Jorishd Moreno (2006) for a fairly comprehen-
sive review of the research into requirementstalicin. This review classified research in terms
of rigour and both the question being asked andebelts of the research. Their review found
some research results that were consistent enoutdjiatv conclusions that might be generalized.
These included:

e Structured interviews gather more information tbastructured interviews.
» Unstructured interviews gather more informatiomtlkarting and ranking techniques
» Interviewing is cited as the most popular requiretselicitation method

Method for this Study

Given that research efforts have found that ineaswvgi are the most effective way of obtaining
requirements, an obvious research question is “dbate know about making interviews most
effective?” Following the method of (A. Davis, Dieset al., 2006) a search of research publica-
tions was made in February 2007. 796 online datsbasre sampled which include ABI/Inform
Global (ProQuest), Academic Research Library (PexPuAPAFT: Australian Public Affairs —
Full Text (Informit), Business Source Premier (EE3CCommunication & Mass Media Com-
plete (EBSCO), Emerald Management Xtra (Emeralgpaided Academic ASAP (Gale),
Factiva, ACM library and the IEEE Library. In addit Google scholar was used, which returned
some thesis material not available through thebdates. A search was made for refereed articles
using the keywords “requirements”, “information &ya requirements”, “requirements analysis”,
“information systems + dialogue” and “interview.hik returned 339 references. These were
searched to determine which references concerngidalrresearch into requirements elicitation
through interview. This process returned 24 pagessh paper was then checked to see if any
references were cited that had not become includdek list of research.

The research reported was intended to be collatieg the same method as for A. Davis, Dieste,
et al. (2006). It was found that there were noaedeoutputs that had been replicated by inde-
pendent teams. That is, research was followed updgriginal author in a number of cases, but
no new team had taken previous research and stugktend it.

Results

Many authors purport to be talking about requiretmeticitation, but quickly gloss over the is-
sues and then perform research on one of the emeirts analysis techniques. When these are
discounted from the genuine original researclttiste are only three themes of research that re-
main. The following is an attempt to report theutessof these streams of research.

A Model from Personal Construct Theory

C. J. Dauvis, Fuller, et al., 2006 present a fognsent model (Figure 1) to illustrate some of the
difficulties in Requirements Engineering (RE).
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Communication challenges taken from Davis et al
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Figure 1. Four Quadrant Model of the Difficulties in Requirements Engineering

Quadrant (a) represents that knowledge that is aomrtonboth analyst and client. Repeated in-
terviews would hope to increase the size of thedgant. Quadrant (c) represents that knowledge
that the analyst has that the client does noffyes would include knowledge of the analyst
product and skills as well as that knowledge gaifneh education and training. The analyst
would be seeking to teach the client part of tmewdedge. Quadrant (b) represents knowledge
that the client has but the analyst does not. iflsisides understanding of the unique business
models of the client business. The analyst woudtd $e learn this knowledge from the client.
Quadrant (d) represents new knowledge that wittheated from the interaction of client and
analyst.

It is assumed that the analyst can ask the questiod prod for more information and that the
user can understand and answer the questionsDavi, Fuller, et al., 2006). Davis and the
other advocates of diagramming techniques suggasah analytical and communication tool is
essential to venture into quadrant (d).

Cognitive Science

The second theme of research starts with theofiesgmition. Cognitive science tells us that
communication between people is hampered by thialions of human cognition and by prob-
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lems that arise when communication needs to beumbed by language. We can identify three
classes of problems (Pitts & Browne, 2007):

(1) limitations of humans as information processors
(2) the complex nature of requirements; and
(3) the obstacles encountered in user and analgstition.

Research has been conducted into the interactistadbs as recognized by culture and politics.
There is also some work done on language diffiesiléirising because of terminology. The most
fruitful has been research arising from applyingotty of individual cognitive limitations to im-
proving conversational performance and increasiicgagion outcomes. This work starts with an
understanding of specific cognitive limitationstbé way people’s memory levels work. For ex-
ample we can identify these cognitive limitatioBsgwne & Rogich, 2001):

*  Working memory
Capacity - People have limited capacity in working memory.

Bounded rationality Because of cognitive limitations, people constsictplified
models of problems.

* Long-term memory
Difficulty in recall - People are unable to accetatrecall everything from memory.

Reconstructive nature - People reconstruct eveorts portions of memory.

e Availability
Recency - People are influenced more by recenttgtkean by events of the past.

Ease of recall - People are more likely to remenaglvents that are vivid.

* Anchor and adjustment
Insufficient adjustment - People often make judgmméay establishing an anchor and
adjusting from that point; the adjustments are igurgsufficient

Overconfidence - People consistently exhibit ovefickence in their knowledge,
even when their level of knowledge is poor.

* Representativeness
Insensitivity to sample size - People do not coersible effects of sample size and
draw faulty conclusions based on small samples

Confirmation bias - People tend to seek only comditory evidence and fail to con-
sider alternative hypotheses.

Several researchers have taken this theory arttittriend techniques for overcoming the cogni-
tive difficulties. The most recent of these wasegsh by Pitts and Browne (2007) who found
that using procedural prompting strategies desigo@yercome cognitive difficulties produced
significantly better results than other promptiaghniques.

Finally the area of cognitive science has been tset/estigate stopping behavior. That is, the
elicitation of requirements must eventually beeaxtio a halt. Some work has been done by Pitts
and Browne (2004) in determining what factors lemd best choice of when to stop.

Education Theory

The process of requirements elicitation is ofteensas a process of mutual education of consult-
ant and client. Some researchers have taken c@decttional theory and applied it to improv-
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ing elicitation. A strong theme of education themyhat learning takes place by interaction be-

tween people. This view leads to investigationa téchnique called collaborative elaboration, in
which two or more people interact in a conversatioa structured way. The interactions require
participants to restate arguments in different wayd this involves some researchers in looking
at the mental imagery that is used in the elabmmgirocess. These streams of education theory
have been tested in significant research efforts by

» Collaborative elaboration — from education thedtajchrzak, Beath, Lim, & Chin, 2005)

* Mental imagery (Zmud, Anthony, & Stair, 1993)

» collaborative requirements negotiation (EasyWinWirgroup communication theory
(Gruinbacher & Briggs, 2001).

The Missing Link

In every research test made that was uncovereledytérature review, researchers took theory
from some other discipline and applied it to regmients elicitation. We can think of the research
as applying treatments to requirements elicitatiomversations to see if the treatment improves
outcomes. The on-going problems with IS developrpeojects as a result of poor requirements
elicitation indicate that the treatments are natsasful enough. As a result, one could ask the
guestions:

* Are the treatments addressing the essential comgooéconversations?
* Does a long list of effective treatments help agssional understand their role in con-
versations?

To understand these questions and to further utasheligg of conversations as part of require-
ments elicitation interviews we need to examineftimelamental nature of and approach to con-
ducting requirements elicitation conversations. &ample, hydrating cholera victims is very
effective as a treatment, but sterilizing the watguply prevents the organism that is the disease.
In our case a cursory look at preparing new staffreate requirements elicitation conversations
shows that a RE conversation is not just one of:

. Overcoming cognitive difficulties

. Knowing when to stop

. Getting as many requirements as possible

. Seeking agreement and signing off

. Improving learning for client and consultant
C. J. Davis, Fuller, et al. (2006) tell us thateith is absolutely no agreement among experts on
how best to elicit information or knowledge” anétimost authors decry the “shortage of com-
parative studies analyzing the potential of onbnée against the capabilities of others”.

To improve understanding of requirements elicitatonversations we intend to parallel a
change in research approach used in researchturters learning in the early 1970s. Prior to
1970 understanding of student learning was at dssilmpasse to current understanding of re-
guirements elicitation interviews. Prior to 197@edtional researchers had observed students’
learning behaviors and measured the quantity ofileg outcomes. A relationship was discov-
ered between certain behaviors and high quangityieg outcomes. Teaching approaches were
designed which were considered likely to encousageessful learning behaviors. These ap-
proaches were then applied to classroom situatidmsse approaches turned out to be unsuccess-
ful however. In the early 1970s researchers in 8wetkcided to investigate students’ percep-
tions of what learning was about and how they aggined learning. This research became known
as the student learning research and lead to disagy improvement in understanding of student
learning. A strong relationship was found betweew Btudents experienced the nature of learn-
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ing, how they consequently approached learning tladjuality of learning outcomes (depth of
understanding rather than amount learnt).

Based on the findings of the student learning reseiawould seem reasonable that an improved
understanding of requirements elicitation convéosatcould be gained by studying and influ-
encing consultants’ experiences of the nature n¥ersations and approach to conducting con-
versations.

Phenomenography

The research approach used to investigate studemtseptions in the student learning research
became known as phenomenography and we intenc tihissapproach to further understanding
of requirements elicitation conversations.

Phenomenographic research approaches were devétoibedearly 1970s to qualitatively inves-
tigate the different ways in which groups of indiwals experienced (conceptualised, perceived or
understood) phenomena in the world (Marton, 19PAenomenography takes a second order
research perspective - the focus is on analysimer gteoples' accounts of their experiences of
phenomena. Data is commonly collected from smalligs of people through individual, in-

depth, semi-structured interviews about a partrqpiteenomenon. The interview transcripts are
combined and analysed to identify and describaligtenctly different ways in which the phe-
nomenon can be experienced (Cope, 2002, 2006).

The results of many phenomenographic studies Hawersthat a phenomenon can be experi-
enced in a limited number of qualitatively distimays (Marton & Booth, 1997). Of considerable
importance, the research has found that the differays of experiencing a phenomenon are re-
lated in a hierarchy of sophistication based oickgnclusiveness. More sophisticated experi-
ences of a phenomenon are inclusive of less sogtisti experiences.

An example of a phenomenographic study that yieldsul results was that of Bruce (1994),
who investigated the different ways that a dissertditerature review could be experienced. The
outcome space was an inclusive hierarchy of 6raigy different ways of experiencing a litera-
ture review. From a less to a more sophisticatgerance of a literature review (shallower to a
deeper understanding) the hierarchy consistecsefiech, a list, a survey, a vehicle for learning
(a description of the current state of knowledgagsearch facilitator (an identifier of holes in
knowledge) and a report. The most sophisticatedaf@xperiencing a literature review, the re-
port, was found to be inclusive of all the otheperiences. The experience of producing a report
included a search of the literature to producsteofi relevant publications which were then criti-
cally surveyed to describe the current state ofltedge, in doing so facilitating research through
identifying areas in which there is a lack of knedde. In this example the study resulted in a
deeper understanding of the components of a phemmend how they might be combined in a
specific activity. This case shows the possibleouies of Phenomenography and how they can
be then applied in the studied phenomenon.

In some phenomenographic studies, analysis ofiffexehces between the distinctly different
ways of experiencing a phenomenon identified itudyshas lead to the identification of aspects
of the phenomenon that are critical to a deepeerstanding. Unless an individual is aware of
the critical aspects they are unlikely to hold eplanderstanding of the phenomenon. An exam-
ple of a critical aspect is evident in Bruce’s 1894dy of the different ways of experiencing a
dissertation literature review mentioned earliénvould appear that the need to integrate the
findings of many studies to describe current undeding is a critical aspect of a deeper under-
standing of the nature of a dissertation literateréew. Without awareness of this aspect a litera-
ture review is likely to be experienced as a lidbreef summaries of a number of relevant papers.
This experience is unlikely to lead to an integiladescription of current knowledge.
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The Research We Need

We are proposing a phenomenographic study of I'Butents’ experiences of requirements
elicitation conversations. In particular we areeiasted in how the conversations themselves as a
phenomenon are experienced (their nature) and heyvare approached (conducted). The quali-
tative nature of a phenomenographic research apipisadeally suited to the study. If we want

to understand the nature of a phenomenon like rexeints elicitation conversations, quantitative
methods fail at the stage of asking “quantities/b&t?” It is especially the case with conversa-
tions that the important issue is the relationsfafween the consultant and the conversation (the
phenomenaon). After all, the consultant’s perceptibthe conversation and approach to conduct-
ing the conversations are all we can affect.

We would expect to be able to describe an inclusigearchy of distinctly different and increas-
ingly sophisticated ways of experiencing the natfreonversations and approaches to conduct-
ing the conversations. Through analysis of theanidnies we expect to identify critical aspects of
requirements elicitation conversations and appré@aconducting conversations. These critical
aspects will then be used to inform IS educatiah I&practitioner training programs.

Conclusion

Requirements elicitation is an often poorly compieaspect of systems analysis. Mistakes made
in elicitation have been shown many times to beomzguses of systems failure or abandonment
and this has a very large cost either in the coraptess or the expense of fixing mistakes. Re-
search has found that interviews (conversationsdssi clients and consultants) are the most ef-
fective way of eliciting requirements. Three knogside domains have suggested methods to im-
prove conversations; personal construct theorynitiog theory and education theory. In each
case some experimentation has been conductedwotshbvarious treatments can improve per-
formance. Measurement of outcomes across timedimesching from 1982 to the present con-
tinue to show that requirements elicitation is peatatic despite these research results. An argu-
ment has been mounted that research into the nataonversations in the field is needed to
make the next step. The methodology of Phenomepbygtaas been identified as a particularly
matching method of determining the nature of regquints elicitation conversations.
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