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Abstract

In order to realize the objective of expandingdifyrservices to provide knowledge management
support for small businesses, a series of requinesmaust be met. This particular phase of a lar-
ger research project focuses on one of the reqeinesnthe need for a document classification
system to rapidly determine the content of digitatuments. Document classification techniques
are examined to assess the available alternativesdlization of Library Knowledge Manage-
ment Centers (LKMCs). After evaluating prominerdhieiques the authors opted to investigate a
less well-known method, the Normalized Word Ve¢htWWV) approach, which has been used
successfully in classifying highly unstructured doents, i.e., student essays. The authors pro-
pose utilizing the NWV approach for LKMC automadiccument classification with the goal of
developing a system whereby unfamiliar documentsbeaquickly classified into existing topic
categories. This conceptual paper will outline ppraach to test NWV’s suitability in this area.

Keywords: Knowledge management, Competitive intelligenceitdi libraries, Document clas-
sification, Normalized Word Vector, Library as Kniedge Management Center, Small enter-
prises

Introduction
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nesses on one front, and by libraries on anotheak@p, Nitse, & Flowers, 2005). At the core of
the proposal is the premise that libraries canrektbeir services to act as knowledge manage-
ment (KM) centers for small businesses, providiathiKM and CI support. The arrangement
would be beneficial both to libraries and to snbaisinesses. Libraries benefit because it is an
opportunity to reaffirm their relevance in a digigge in which so much information is freely
available to patrons and library funding is detexiimg (ALA, 2004). Small businesses benefit
because they are often unable to gather suffigiéeitnal and external knowledge to assist in stra-
tegic planning and positioning, and thus are unab®mpete with larger rivals whose resources
allow them to develop sophisticated KM and Cl systel KMCs hold promise to help level the
playing field.

The seminal paper (Parker et al., 2005) enumethteckquirements that must be met for librar-
ies to expand their services to act as KM centarsrhall businesses. This paper describes a sin-
gle phase of the study, investigating the use otident classification techniques to classify and
catalog digital documents for an LKMC. One of timehpins of the LKMC is the ability to locate
and retrieve pertinent information quickly. Therefoaccurate and efficient document categoriza-
tion is an essential first step in the realizatban LKMC. The following section lays out the
components of an LKMC, and explains each in detail.

Components of a
Library Knowledge Management Center

As noted earlier, the seminal paper (Parker, N&sElowers, 2005) enumerated the requirements
of an LKMC that must be met for the expansion bfdry services to include KM and CI offer-
ings for small businesses. First, some businessessaociated with a particular jargon, and if
such businesses are to be served by the LKMC themopriate domain ontologies must be de-
veloped. Second, automatic document classificatiast be available to determine the content of
both existing digital documents as well as new doeots that are being delivered on a constant
basis by streaming information sources. Next, ifpradexing or cataloging systems must be
modified to incorporate conceptual details aboututeents so that Semantic Web technology can
be used to semantically link the library’s resosreaaking semantically related documents easier
to retrieve and deliver. Each of these componeiitdevbriefly considered.

A domain ontology is a clearly stated formal speation of the basic concepts (objects, con-
cepts, and relationships) that are known to erisbime area of interest. Specific domains can be
identified and a common ontology can be definechégp vocabularies of specified terms with
generally accepted definitions (Gruber, 1991). $diék the Ontolingua Server are available to
assist in the development of ontologies (Farquies, & Rice, 1997). Building a domain on-
tology for a specific business type requires adhgh understanding of the domain. Therefore
the process should start by identifying generahtecommon to all small businesses, and then
narrowing the focus to a specific business withghgose of determining common industry
terms, organization-specific terms, and even ptegpecific terms. A complete domain ontology
spans a wide spectrum of corporate interests,grasding the means to identify a greater per-
centage of relevant information. A specialist tegirin knowledge engineering may be required to
assist in the specification of key concepts fordbmain ontology. Further, domain ontologies
are already available for many industries.

Second, as digital documents are added to theyibreollection for CI/KM purposes, document
classification techniques can assist in determitiiegcontents of each. The library’s collection
will consist of documents from a variety of extdreaurces. These may include items stored at
other library locations, or items provided by pay-fise services such as Dow Jones, Hoover's
Company Data Bank, Standards & Poor’s, NewsEdgteerinformation sources such as SEC's
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Edgar system and corporateinformation.com (Breedfg0). The library may also subscribe to
specialized databases from third-party vendorsl@Djd_exus/Nexus) or press release and news-
feed collections (WavePhore's Newscast Access wsEdge's NewsODbjects), or offer access to
product literature, competitor web sites, archidedign specifications, company profiles and
financial statements, and numerous other sourcém$dn, 1998). Internal information, such as
internally generated knowledge "extracted" frommntiads of the company’s employees, must
also be classified and stored. This type of infdiomais typically not accessible by others and is
often lost when an employee retires or leaves tloeroreasons. The LKMC can provide secure
servers on which companies can store proprietaeyral information in a structured and acces-
sible fashion. An interface will be required tooa¥l authorized company employees to store and
access the proprietary knowledge.

Next, the library catalog system must be modifiedtbre details about specific topics (concepts)
and in what references to find them, because thagebe many key topics or concepts in each
reference. This may require significant changesibse many libraries store only catalog details
about what is in a particular reference. Semantib\Wéchniques will be used to semantically link
the library’s resources, so that semantically eelatocuments can easily be retrieved or deliv-
ered.

Review of Document Classification Literature

Because the focus of this phase of the studyiisveEstigate document classification techniques
for use in an LKMC, a better understanding of doenttlassification is required. Some of the
earliest work in document classification took platéhe early 1950s. In 1952, Luhn (1952) pre-
sented the first version of the "Luhn Scanner'p a¢ferred to as the IBM Electronic Information
Searching System, and additional papers on thediagpof and searching for literary informa-
tion followed (Luhn, 1953, 1959). The automaticssification of documents is especially useful
in the library environment. The early work of Mar@aron, 1965; Maron & Kuhns, 1960), of
Borko (Borko & Bernick, 1963, 1975, 1978), and tdtarson (1992) and Plaunt and Norgard
(1998), all attempt to automatically apply existimgman-created ontologies, thesauri, and classi-
fication schemes to real library data. Studiesaouhent classification have taken a variety of
paths over the years. Several of the more comnabmigues will be described in the following
section. The discussion is not exhaustive sinceteefniques like neural networks and Wikipe-
dia-based approaches continue to be proposed.

Decision Trees

Decision trees consist of a set of rules that ppdied in a sequential way until a decision is
yielded (Hotho, Nirnberger, & Paal3, 2005). Thenirg process starts with a comprehensive
training set of labeled documents. A word is selédtecause it is deemed to best predict the cor-
rect document classification. The set is then fiamd into two subsets, the subset with docu-
ments containing the word, and subset containiagldtuments without the word. The procedure
is recursively applied to each subset, stopping atien all documents in a subset belong to the
same category.

Decision Rules

Decision rules, also referred to as symbolic re&ing, are the subject of many studies includ-
ing (Apté, Damerau, & Weiss, 1994) and (Cohen 8g8imn1999). Bricher, Knolmayer, and Mit-
termayer (2002) explain that decision rule algonhconstruct a rule set for every category. A
single rule generally consists of a category nantkaadictionary feature that is representative of
the documents belonging to the category. Docuntbatssatisfy a category’s rules are assigned
to that category.
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Clustering Techniques

Jain, Murty, and Flynn (1999) provide an excellexplanation and comparison of clustering
techniques, including hierarchical clustering, piaral algorithms, nearest neighbor clustering,
fuzzy clustering, etc. The k-means approach (MaeQu&967) is the simplest and most com-
monly used partitional algorithm. The algorithm sisesine similarity for document clustering. It
starts with a random initial partition and keepasssegning the patterns to clusters based on the
similarity between the pattern and the clusteremntintil a convergence criterion is satisfied.
Nearest neighbor classification is usually perfairbg selecting documents from the training set
that are "similar" to the target document. If k gaBndocuments are considered, the approach is
also known as k-nearest neighbor classificatiortiipl@t al., 2005).

Probabilistic Bayesian Models

Many approaches to document classification maketis&tistical language modeling ap-
proaches like Bayesian classification techniquesh#bilistic classifiers are based on the as-
sumption that the presence of words that makedgrament is the result of a probabilistic
mechanism, which means that the category into whidbcument falls has some relation to the
words that appear in the document (Hotho et ab52Bayesian classification uses training data
to calculate Bayes optimal estimates of the modedpeters, which are then used to classify new
test documents by using Bayes rule to calculat@tbleability that a class would have generated
the test document in question (Baker & McCallunm&9

Vector-Based Methods (Support Vector Machines)

In 1957 Luhn postulated that automatic text retrieystems could be based on content identifi-
ers attached to both the stored text and usersiegu&Vith documents represented by term vec-
tors, and queries by either term vectors or Booltatements, a query-document similarity value
can be obtained by assigning term weights and congpthe corresponding vectors. Much of
Salton’s work deals with similar vector space medbéginning in 1962 and continuing over the
next 35 years (Salton, 1962; Salton, Singhal, M&&uckley, 1997). In one of the more widely
cited papers, Salton and Buckley (1988) explainriportance of automatic term weighting and
propose single-term-indexing models to which ottwrtent analysis procedures can be com-
pared.

Dimensionality-Reduction Techniques

There are a variety of dimensionality-reductiorhtgques such as latent semantic indexing, or
LS| (Deerwester, Dumais, Furnas, Landauer, & Haeshm990). LSI is based on the implicit
higher-order structure in the association of tewith documents, and works by applying matrix
decomposition to a term-by-document matrix of tbkkection and generating a large number of
orthogonal LSI factors. Associations among terngs@documents are calculated with the assump-
tion that there is an underlying structure in ta&grn of word usage across documents (Schutze,
Hull, & Pedersen, 1995).

Normalized Word Vector Approach

The NWV approach was developed in the early 2000ade in the automatic grading of essays
(Williams and Dreher, 2004). One aspect of essagligg involves the classification of unstruc-

tured documents, and the NWV technique has beesttestensively and successfully in essay

classification and grading. The approach is disethés detail in Williams (2006, 2007), Williams
and Dreher (2004, 2005a, 2005b), and Dreher anlibvig (2006), and an overview of the tech-
nique is presented in the following section.
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The Normalized Word Vector Approach

All of the systems discussed above have theirditras, but recent studies have shown that there
is little difference between the performances efliest text categorization systems, as if a pla-
teau has been reached. Much of the work that asggion these systems achieves performance
improvements of a few percentage points only (Gadch & Markovitch, 2006). Therefore we
decided to assess a different approach. The stigtasse of the NWV approach in the classifica-
tion of unstructured documents for essay classifinaand grading made it worthy of considera-
tion as a viable alternative for use in the LKMC.

A vector may be defined as a directed line-segmithta length and a direction (Smail, 1949).
Vectors exist in a vector space, which can haver@are dimensions. A simple straight line in an
XY graph is an example of a vector. Two vectorthmsame space, both with their origins at (0,
0), form an angle. Measurement of the similarityhaf vectors can be undertaken by taking the
cosine of the angle.

The NWV concept can be explained as follows. Reball it was stated earlier that vector-based
methods represent documents by term vectors. NW&/sgecial vectors in a large dimensional
space that represent the content of a documentdiitensions of the space are derived from the
number of core concepts in a thesaurus — typi&8l3+1000 in a modern electronic thesaurus. In
this case the dimension of the space is 812, reptiag the 812 concepts in the Macquarie The-
saurus (Macquarie, 2007).

The coordinates of each NWV can be computed bytooyithe number of times each of the 812
concepts occurs in the document under considerdtiarder to determine the concept counts
required to build this vector representation, eaohd in the document must be "normalized", or
in other words reduced to a thesaurus root wordaogpijate to the concept. These concept counts
are then used for the vector representation.

Once the vector representations have been caldutateach document they can be compared to
the NWVs established for a set of standard or ssrative documents that are typical of the
topics of interest in order to determine the degfemmilarity for classification purposes. An im-
portant predictor of the similarity of document tamt is the cosine of the angle between the
NWYV representing the model document and the NWVeasgnting the document being classi-
fied. For example, suppose we have a simple thesavith the following words assigned to one
of 5 concept numbers:

Concept Number Words

1. the, a

2. pretty, lovely, gorgeous
3. flower, bloom, blossom
4. red

5. yellow

Next suppose we have the following successive seattagments from two separate docu-
ments:

Document# Document Text

D) The pretty flower... A lovely bloom...

(2) The red blossom... A yellow bloom...
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If we view the concept numbers as representingties of a five dimensional space, then the
vectors for these two documents can be writtendoyting the number of times that a word as-
sociated with each concept number appears in tbenaent fragments. In document 1 there are
two words associated with concept 1 — ‘the’ in freegpt 1 and ‘a’ in fragment 2. There are two
words associated with concept 2 — ‘pretty’ in fragml, and ‘lovely’ in fragment 2. There are
two words associated with concept 3 — ‘flower’iagment 1 and ‘bloom’ in fragment 2. In
document 1 there are zero words in the fragmestscaged with concepts 4 and 5. Document 2
is assessed in a similar manner. The table belowmsuizes this analysis for both documents.

Document# Vector Representation Explanation

) [2,2,2,0,0] [the, a; pretty, lovely; flowdsloom; null; null]
(2) [2,0,2,1,1] [the, a; null; blossom, bloorad; yellow]

Because graphical representations beyond threendiores are difficult to produce the remainder
of this discussion will consider only the firstélerdimensions for these documents. Thus, the first
three dimensions give us:

Document# Vector-first 3 concepts Explanation
) [2, 2, 2] [the, a; pretty, lovely; flower, blog
(2) [2,0, 2] [the, a; null; blossom, bloom]

The vectors for the first three dimensions arestfated in Figure 1 as follows. Each axis repre-
sents one of the three concepts (or dimensiongfovel and 2 represent the documents and are
instances of what are termed NWVs. Vector 1 repitssz line from [0,0,0] through [2,2,2] and
vector 2 a line from [0,0,0] through [2,0,2]. If vassume that document 1 is the exemplar docu-
ment, then we can see how semantically close daaupnis to the exemplar document by look-
ing at the closeness of their corresponding vectidre angle between the exemplar document
vector and the vector for document 2 is named tlaeta its location is shown in Figure 1. The
angle between the vectors varies according to lobeg&" the vectors are. A small angle indicates
that the documents contain similar content; a lamgge indicates that they do not share much
common content.
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(2) ¢y
Concept 1 ™~ g
™ _ Concept 3
Theta /
Concept 2

Figure 1. Vector representation (dashed lines) of documents

It turns out in practice that the cosine of thetgenerally a powerful predictor of document simi-
larity (Williams, 2006). If the two documents abawvere identical in terms of the number of

times each concept was mentioned, then the NWVdédamuiidentical and they would appear as
collinear vectors in the diagram with a cosine étmd. If the documents were completely dif-
ferent, the vectors would be orthogonal, and tbasine would be 0. For these and all other cases
the cosine of the angle is calculated in the noffastion.

In general, these ideas are extended to the 81&ptmin the base thesaurus (Macquarie, 2007)
and all words in the documents. Therefore, theorespiace over which the document vectors are
computed has 812 dimensions, and the vector theories over to these dimensions in exactly
the same way — it is of course difficult to visaalithe vectors in this hyperspace.

Future Testing of NWV for LKMC

The next step in this phase of the study will bagsess the performance of the NWV approach
by conducting a case study of a small prototypdempgntation in a particular constrained do-
main. It will require selection of classificatioriteria, domain selection, training, selection of
exemplar documents, and the classification itéfethe NVW proves to perform LKMC docu-
ment classification quickly and accurately, thej@cbwill then move to another phase, studying
how to best modify library indexing or catalogingms to integrate conceptual document de-
tails so that Semantic Web technology can be usedrhantically link the library’s resources. If
the NWV approach is not satisfactory, then otheudeent classification techniques must be
evaluated and tested.

Classification Criteria

The topics for classifying the documents are extérom the Library of Congress Subject

Headings (LCSH). The LCSH is a controlled vocabuthat provides subject access points to the
bibliographic records contained in the Library afigress catalogs. Only one heading represents
each subject in the LCSH. Synonymous terms an@ngforms of the same heading are included
as entry vocabulary, i.e., as ‘referred-from’ terivhen an object, a concept, or a named entity is
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known by more than one term (i.e., a word or phras@ame, attempts are made to select for use
as subject headings terms or names that are rkelt 10 be sought by catalog users (The Library
Corporation, 2007). In the current edition of t@3H there are over 280,000 total headings and
references (Library of Congress, 2007). Using t&&H, documents for a selected topic will be
easily identified. The headings and related temms fthe LCSH will also be used as the initial
vectors for each topic.

Domain Selection

Document classification will proceed as followstapic such as ethical behavior in operating a
small business will be chosen to test the perfonmant the proposed system. The system will be
trained with some exemplar documents, and therorarabcuments will be analyzed for similar-
ity/dissimilarity and assigned scores.

Training and Exemplar Documents

One hundred electronic versions of articles orvargiopic will be selected from the web and
other electronic sources. These will be read bydnspwho will assign a score from 0 to 100 to
each article. Higher scores will indicate artioth more relevant content for the topic; lower
scores will indicate less topic content. Theseladiwill then form the training set of articles.

A second set of 100 articles on the same topicadsth be processed in the above manner. This
set then forms the validation set of articles.

The training articles will each have a NWV computBdveral other features of each article, such
as the number of words in the article, the numbbediectives, and the number of adverbs will
also be measured.

Multiple linear regression will then be undertakeith the NWVs and the other features on the
training set, with the score assigned by the huraartke dependent variable. The outcome of the
regression analysis will be a scoring equation wikhipredict a score from the significant inde-
pendent variables (features) for the given topic.

This equation will then be used with the relevaetsures from the validation articles to predict
their scores. These system-generated scores willlib compared to the human scores for the
validation articles to check the accuracy of theveel equation. The correlation coefficient will
be used to measure the usefulness of this predigtaation.

The scoring equation will then be stored for thigi¢. Scoring equations will also be built in the
above manner for all topics to be considered fassification.

Classification

When a new article arrives for classification Nt8/V will be calculated and predictor features

will be measured. These will then be input intoheatthe stored scoring equations. This includes
comparing the new document’s NWV to the NWVs in dagabase by calculating the cosines
between the document to be classified and theesntrithe database. The article will then be as-
signed to the topic which produces, via its scodggation, the highest score. We believe that
this will be a unique and innovative method to sifysdocuments and will especially attend to

the documents’ content and semantics.

Additional Features

We are also working on a feature whereby the useegpand or compress the basic thesaurus
upon which the model is reliant. The user can canst personal sub-domain of concepts from
the thesaurus. The user may wish to find docunrefding to particular concepts, and may wish
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to define a particular set of semantic relationskmong these concepts. The system will provide
interactive support for this construction, and teearch a target set of documents for these con-
cepts, and highlight in these documents where tb@seepts occur. A report will then be gener-
ated to summarize the concept counts, the relatipertance of the concepts as determined by
the previously constructed concept hierarchy, aedotoportion of the document related to these
concepts.

The user will also be able to add new concepthddiesaurus database. This will require the

user to identify the new concepts, assign a conugmiber, provide synonyms for the concept,

and classify the word entries as nouns, verbsctadgs, and adverbs. In this way a specialized
thesaurus can be constructed for a particular kexgd domain of interest to the user.

Conclusion

This conceptual paper describes the considerafigarmus document classification approaches
to best implement an LKMC. To be successful, an lKMust be capable of quickly responding
to requests for information and of providing needgdrmation in a timely manner. To accom-
plish this daunting task, LKMCs require appropri@tels to find, capture, and report the intelli-
gence that is needed. The first step in this pbatee study is to select an appropriate document
classification approach. Although there are margudment classification techniques from which
to choose, each has its own advantages and shanggmnd therefore new approaches to
document classification were considered. Sincé\th8/ approach has been tested successfully
in the classification and assessment of essaygstdeemed worth investigating to see if its suc-
cess will carry over to document classificationtfoe LKMC. Future research will test not only
the document classification performance of the N&yroach, but also its extensibility into spe-
cialized domains. If the NWV approach proves tsbigable for an LKMC, then the concept of
LKMCs will be closer to reality and the possibilityat small businesses can compete on the basis
of KM and ClI resources will be greatly enhanced.
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